Creating a Hyper V 2012 Cluster 
We started by creating our hyper v cluster with 2 hyper servers connected to a synology Nas
We prepped our Synolgy box first by creating our quorum iscsi initiator and target luns.
We have 10TB of storage set in raid 1+0 or raid 10 
1 gig of that storage is dedicated to the quorum, the rest is dedicated to my cluster volume disks.
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Networking Best Practices
Hyper-V Clustering does NOT SUPPORT NIC Teaming, you can but your switches will not like it, also if you have more than 3 servers then what’s the point.
Nic 1 - Synology Host subnet 255.255.252.0  
Nic 2 - Synology VM   subnet 255.255.255.0
Nic 3 - Connected to the network, this will become our Virtual Network adapter as well.
Nic 4 - this one can be disconnected but ours connects to the load balancer 

Microsoft has provided some guidelines for NIC configuration depending on the number available.
You can manage the use of the bandwidth that is configured for live migration by configuring a QoS policy to limit TCP traffic on port 6600, which is the port that is used for live migration. This ensures that network traffic on TCP port 6600 does not exceed the limit you set. Use the procedure below to create a QoS policy to do this.
To create a QoS policy to limit live migration traffic
Click Start, type gpedit.msc in the Search programs and files box, and then press ENTER.
In the console tree under Local Computer Policy, expand Computer Configuration, expand Windows Settings, right-click Policy-based QoS, and then click Create new Policy.
In Policy-based QoS, under Policy name, type a name for the QoS policy that uniquely identifies the policy.
In Specify Outbound Throttle Rate, select the check box to enable throttling for outbound traffic, and then specify a value greater than 1 in kilobytes per second (KBps) or megabytes per second (MBps). For example, enter 115 MBps to limit the traffic for live migration so that it does not exceed 90% of 1 Gbps. Click Next.
In IP Addresses, by default, any source IP address and any destination IP address are selected. Click Next.
In Application Name, by default, all applications is selected. This applies the throttle rate that you specified to outbound traffic, regardless of the application you are using. Click Next.
In Protocols and Ports, under Select the protocol this QoS policy applies to: select TCP from the drop-down menu. This applies the throttle rate that you specified to outbound TCP traffic.
Under select the source port number: select from any source port. This applies the throttle rate to outbound traffic, regardless of the source port number of the traffic.
Under specify the destination port number: select to this destination port number or range, and then specify 6600 as the port number. This applies the throttle rate that you specified only to traffic with the destination port number or range you specify.
You can configure a QoS policy to limit the network traffic for the IP address used by the management operating system. This ensures that network traffic outbound from the specified IP address does not exceed the limit you set. Use the procedure below to create a QoS policy to do this.


To create a QoS policy to limit network traffic for the IP address on the management operating system
Follow Steps 1 through 5 in the procedure “To create a QoS policy to limit live migration traffic.”
In IP Addresses, under This QoS policy applies to: select only for the following source IP address or prefix: and then type the IP address for the management operating system. This applies the throttle rate that you specified to outbound traffic from a source IP address that you specify.



Enable Remote Management

Run SCONFIG, go to option 4, and enable 1) Allow MMC Remote Management, 2) Enable Windows PowerShell and 3) Allow Server Manager Remote Management
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Installing the server
Before you install your servers make sure you do it with the storage disconnected, because we have not setup the Multiple IO paths yet it can impact the performance of the install.
I have installed windows server 2012 datacentre with GUI! Name your servers, join to the domain and enable Remote Management.
Also make sure all your hyper V servers are in the same OU.

We will now connect the Server to the storage via the iSCSI initiator, put the IP address of your storage device in the target and hit quick connect.

The SAN needs to provide iSCSI targets. An iSCSI initiator on the Windows Server 2012 host is used to connect to an iSCSI target on the SAN. Once the connection is established, specific virtual drives are added. In iSCSI, virtual drives are identified by logical unit number (LUN). Each connected LUN is seen by the Windows Hyper-V host as a local drive.
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Install the required roles for hyper V server 2012

Failover Cluster and hyper v
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We can set the default stores up at a later date
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Prepare your Shared Storage for the cluster.


Expand the Storage node and then select "Disk Management"
You will notice that you have several "Unknown" and "Offline" disks, this is good.
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Right click all of the Disks you wish to add to the cluster, and then select Online

Now, right click any one of the disks and then select Initialize Disk
Initialize Disk

Be sure to select GPT before clicking OK!


Right click your Quorum disk, and select New Simple Volume.  Choose a drive letter since it's the Quorum disk, I'm going to choose Q.  Give the Volume a label of Quorum. Do NOT enable file and folder compression.  In fact, don't enable this on ANY of your cluster storage.

Right click your intended Cluster Shared Volume, and create a simple volume.  Format it but do not assign a drive letter or drive path!  Give the volume a name that will mean something to you. 

Once you've created all the partitions you want, you have to make all the disks Offline again.  The Offline ensures that the operating system does not interfere with these disks. The cluster will control these disks from now.

  
Disk Management 
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Adding the Hard Disks to your Cluster


Please bring your Failover Cluster Manager forward again, expand the cluster, and then select the Storage node.  Right click the Storage Node and then select Add a Disk
Add a Disk
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Select the new node named Cluster Shared Volumes which has appeared, right click it and then select Add Storage
Add Storage
[image: Add Storage]


Select the disks which you intend to use as a Cluster Shared Volume, and then click OK.  The Cluster Shared Volume will be configured and added, and then brought online by one of the nodes.

Finally, our Quorum.  A lot of confusion exists around the quorum, but the rule is simple - an even amount of nodes (servers), then a quorum is highly recommended.  An odd number of servers, and a quorum is not recommended.

Do not follow these next steps if you have an even number of nodes.

Turn the quorum on and off by changing the cluster majority node mode.  To do this, right click the cluster name node, hover over More Actions and then select Configure Cluster Quorum Settings
Configure Cluster Quorum Settings
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Select Quorum Configuration Choose the Quorum Configuration which it recommends [image: C:\Users\neil\Desktop\Capture.PNG]for your current number of nodes, and then click "Next".
Configure Storage Witness
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At the Confirmation Screen, click next and finish. 

 The summary will confirm that you've been successful.

If you had an even number of nodes, and you add a node, you need to go through this again to change the Quorum Configuration to be Node Majority.  When you do this, your Quorum will become Available Storage again.

The Quorum will ALWAYS be hosted by the server which holds the Cluster Resource - i.e. the server which holds the Cluster IP address and manages the cluster.  If you ever need to take down this host, you need to move the Cluster and Quorum off it.  Do this by jumping to a command prompt on one of the hosts, and typing

Cluster Group "Cluster Group" /move




Start Failover Cluster Manager, then right click Failover Cluster Manager
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Select your Servers 
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[image: C:\Users\neil\Desktop\Capture.PNG]Select and run all the tests, then give your cluster a name.
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.
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In order to create virtual machines, I have to create virtual networks for the VM's to use.  There are many ways one can do this, so the example I'm giving you is for my real world scenario.  Unfortunately, you cannot create or manage virtual networks inside Failover Cluster Manager, and here we now run Hyper-V Manager instead.

When I created my team earlier, I also added a VLAN to the team.  The teaming software then created a new virtual adapter - it is this virtual adapter I intend to use for my new Virtual Network.  Naturally, I had to do this on both servers.  I'm creating VLANS because my teams are connected to trunk ports.  If you do not have trunk ports, then just use the physical NIC or the team NIC - whichever is applicable?

Add both of your nodes to Hyper-V manager - since you have to do this to both of them.

Right click one of the nodes, and then select Virtual Network Manager

  

Click Add, and then on the created Virtual network, give it a Name and then choose the network interface.
Virtual Network Manager
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The default check for Allow management operating system to share this network adapter should be removed if this is an isolated network (like a VLAN).  If you do not un-check this, it will create both a virtual network, and a virtual adapter on the server.  Use the same Name on all servers, otherwise you will have an issue when moving a Virtual Machine from one node to another.
Now to add our first Virtual machine open up the failover cluster manager, to make sure your server [image: C:\Users\neil\Desktop\Capture.PNG]are highly available , right click roles, virtual machines and then new virtual machines.
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Click next on the window, then give your machine a name, then browse to your cluster storage on c, [image: C:\Users\neil\Desktop\Capture.PNG]you set this option in the hyper v manager so it is automatically selected 


[image: C:\Users\neil\Desktop\Capture.PNG]Choose the amount of start-up memory, this depends on the amount your hyper server has

[image: C:\Users\neil\Desktop\Capture.PNG]
Choose your internal virtual switch.
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Choose your hard drive size and make sure the location is pointing to your cluster storage.
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Now browse for your iso of choice, I keep mine on the cluster storage in a folder 
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[image: C:\Users\neil\Desktop\Capture.PNG]Click next and finish if you have any problem the summary will tell you if you have success or not.
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Congratulations, you should now see the Virtual Machine that you just created, right click and connect
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Enjoy making your virtual environment, if you have any problems please email technodge@hotmail.co.uk and I will try to help
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